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Abstract – In low contrast images such as dental panoramic radiographs, the optimum 

parameters for automatic image segmentation is not easily determined. Semi-automatic image 

segmentation which is interactively guided by user is one alternative that could provide a good 

segmentation results. In this paper we proposed a novel strategy of region merging in interactive 

image segmentation using discriminant analysis on dental panoramic radiographs. A new 

similarity measurement among regions is introduced. This measurement merges regions which 

have minimal inter-class variance either with object or background cluster. Since the 

representative sample regions are selected by user, the similarity between merged regions with the 

corresponded samples could be preserved. Experimental results show that the proposed region 

merging strategy give a high segmentation accuracy both for low contrast and natural images. 
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Nomenclature 

I Input image 

C Non-marked cluster 

O Object cluster 

B Background cluster 

K Total number of regions 

 Ratio of area between region k and the image 

 Mean intensity of region k 

 Inter-class variance 

 
Distance between non-marked region Ck and 

object cluster O 

 
Distance between non-marked region Ck and 

background cluster B 

 Index of region with minimal distance value 

I. Introduction 

Image segmentation is an important part of medical 

image processing. Segmentation is usually used to 

separate the object of an image from its background [1]. 

If the object and its background cannot be separated 

completely then the features or information that provided 

by the image will be inaccurate which can be fatal in 

clinical application. Therefore, developing a robust and 

efficient algorithm for medical image segmentation is a 

demanding research area that continues to grow [2]. 

There are many image segmentation methods that 

have been developed. In general, image segmentation 

methods can be divided into three categories, namely 

 
automatic, semi-automatic, and manual image 

segmentation [3]. Automatic image segmentation usually 

use the color, texture, or shape features from the image. 

For some fields, such as segmentation of satellite images, 

amplitude and frequency modulation (AM-FM) features 

are extracted from the image [4].  Those features will be 

added by certain parameters or weight for automatic 

segmentation process. Usually, user has to use different 

optimal value of parameters to achieve satisfying 

segmentation results, especially in low contrast and 

natural images [5]. 

Dental panoramic radiographs is a medical images 

obtained from 2D X-ray examination that captures the 

entire mouth in a single image. Dental panoramic 

radiographs can be used to diagnose caries, periodontal 

disease, periapical pathology, osteoporosis, etc. 

However, dental panoramic radiograph has low contrast, 

therefore it is difficult to separate object and background 

on dental panoramic radiograph using automatic 

segmentation method. In addition, dental panoramic 

radiographs usually contaminated by speckle or 

multiplicative noise from X-ray imaging that makes 

automatic segmentation difficult. Preliminary noise 

reduction process using filter, such as Lee filter, Kuan 

filter, Weiner filter or NLM filter, is capable of reducing 

noise variance significantly while maintaining the mean 

value of the image that was contaminated by speckle 

noise [6]. Meanwhile, segmentation performance of low 

contrast and noisy images can be greatly improved if the 

automatic segmentation method is integrated with more 
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feature information provided by user [7]. 

Hence, several semi-automatic image segmentation 

methods that combine manual and automatic 

segmentation by invoking the aid of user to supply 

information for the segmentation system have been 

developed. In semi-automatic image segmentation or so-

called interactive image segmentation, user can interact 

by providing input that help the system to extract objects 

of the given image. Using interactive image 

segmentation, low contrast images can be segmented 

more accurately because there is another information, 

beside color or texture information, that provided by user 

to help the system to do segmentation process. 

User marks several regions as samples based on 

consideration that the samples is the most representative 

regions of the background or the object in the image. A 

merging strategy which restricts the comparison only 

among adjacent regions seems to be single linkage 

phenomena which may result undesirable chain effect. 

This effect will maximize the homogeneity of either 

object or background cluster groups produced by the 

merge of a region with the representative regions. A 

cluster has good separability measure because it is 

maximized the inter-class difference and minimized the 

intra-class spread. In fact, maximizing intra-class 

variance and minimizing inter-class variance is 

equivalent to one another [8]. Since inter-class variance 

use first order statistics while intra-class variance use 

second order statistics, for simplicity, Otsu recommended 

to use inter-class variance [9]. This stand point motivated 

us to study a region merging strategy that can preserves 

maximum inter-class variance between the merged 

region and the representative regions chosen by the user. 

In this paper we proposed a novel strategy of region 

merging in interactive image segmentation using 

discriminant analysis on dental panoramic radiographs. A 

new similarity measurement among regions is 

introduced. This measurement merges regions which 

have minimal inter-class variance either with object or 

background cluster. Since the representative sample 

regions are selected by user, the similarity between 

merged regions with the corresponded samples could be 

preserved. This region merging strategy is applied to low 

contrast images such as dental panoramic radiographs 

and gives satisfying results both for low contrast images 

and natural images. 

The rest of this paper is organized as follows. In 

Section II, various related researches about interactive 

image segmentation and applications of dental panoramic 

radiographs will be discussed. The proposed region 

merging strategy will be introduced in Section III. The 

experimental results of the proposed method and its 

comparison with other methods will be reported in 

Section IV. Finally, conclusions are drawn in Section V. 

II. Related Research 

II.1. Interactive Image Segmentation 

Algorithmic approaches to interactive image 

segmentation methods can be classified broadly into 

several classes as shown in Table I [10]. In classifiers 

method, graph model, and hierarchical method the image 

will be divided into several small regions and then those 

small regions will be merged to get the object and the 

background regions of the image. This process is called 

region merging. A region will be merged with another 

region if those two regions have similar characteristics. 

Distance measurement of the features between two 

regions is usually used to measure the similarity between 

those regions. The measured features can be color or 

texture features of the image. 

 
TABLE I 

ALGORITHMIC APPROACHES TO SEMI-AUTOMATIC IMAGE 

SEGMENTATION METHODS 

Method Example Algorithm 

Region Growing Seeded region growing ([11], [12]) 

Deformable methods Active contour (snakes) ([13]) 

Graph Model Interactive Graph Cut ([14]-[16]) 

Hierarchical Interactive segmentation using binary 

partition trees ([17], [18]) 

Classifiers Maximal Similarity Based Region 

Merging (MSRM) ([1], [19]-[21]) 

II.2. Classifiers Method 

Ning et al. proposed maximal similarity based region 

merging (MSRM) method for region merging process in 

interactive image segmentation [1]. This method using 

histogram value of RGB color features of the image to 

calculate the similarity between two regions using 

Bhattacharyya coefficient. If the first region has the 

highest similarity with the second region compared to 

another, then the first and second region will merge. This 

method is need the user to mark several regions as object 

and background. The merging process is done by 

merging the adjacent non-marked region into the 

background region. If there are no more adjacent regions 

that can be added to the background regions, then the 

remaining non-marked regions will be added to the 

object regions. 

Zeng et al. proposed an auto-marking image 

segmentation algorithm based manifold ranking 

(AISMR) [19]. This research use Simple Linear 

Interactive Clustering (SLIC) algorithm for image pre-

segmentation. Marks for object region are obtained 

automatically using saliency detection. Marks for 

background region are obtained using combination of 

background priors and manifold ranking. Then the final 

object segmentation is done using MSRM algorithm. 

Sankoh et al. proposed Extracted Pixels Similarity 

Features (EPSF) method for interactive image 

segmentation [20]. This method combined RGB and 

HSV color features and Gabor texture feature to get 

significant features in measuring distance among regions 

using Euclidean distance. In this paper, the region 

merging process was accomplished by MSRM algorithm. 

This method gave an accurate result, however the region 

merging process was done to the adjacent regions of the 
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regions that marked as background. If there are any 

background regions which are separated completely by 

the object and did not marked by the user, then those 

background regions will be labeled as object. 

Furthermore, semi-automatic segmentation has been 

developed for object segmentation in video. In video, an 

object moved to certain direction from current to its 

subsequent frame, create a motion vector space. Basuki 

et al. proposed an approach to estimate the constraints of 

object in video using semi-automatic [21]. First, user 

marked the objects in current frame as constraint 

coordinates. Then the motion vector is calculated using 

Block Matching Algorithm (BMA) and the result is 

added to the constraint coordinates of object in current 

frame to create the constraint coordinates in subsequent 

frame. 

II.3. Dental Panoramic Radiographs 

Imaging techniques in dentistry can be categorized as 

two-dimensional (2-D) and three-dimensional (3-D) [22]. 

Dental panoramic radiograph is 2-D medical imaging 

technique using X-ray that is used for teeth and jaw 

examination in dental clinics around the world since 

introduced in 1950. 

Dental panoramic radiographs can be used to provide 

information of internal structure of teeth and bone for 

diagnose caries, periodontal disease, periapical 

pathology, etc. It also has great potential as a screening 

tool for osteoporosis due to its widespread use, 

practicality, and low cost [23]. Most researches, such as 

in [23]-[25], are using features of cortical bone from 

dental panoramic radiographs for osteoporosis detection. 

Another research proposed the use of mandibular 

condyle for detection of temporo-mandibular joint (TMJ) 

dislocation and its abnormalities [26]. 

According to [27], teeth images from dental 

panoramic radiographs can be used for forensic age 

estimation. Observation of teeth on dental panoramic 

radiographs can also be used to measure the alveolar 

bone resorption, which is one of the most important sign 

of periodontal disease [28]. Fig. 1 shows an example of 

dental panoramic radiographs and also several objects on 

it such as the teeth, cortical bone, and mandibular 

condyle. Intensities of objects and background on dental 

panoramic radiographs are similar, hence segmentation 

based on intensity slicing is difficult to perform [28]. 

III. Proposed Method 

Interactive segmentation using statistical analysis for 

region merging consist of four processes, which are 

region splitting, user marking, distance measurement, 

and region merging. The detail of this method is shown 

in Fig. 2. 

In the region splitting process, mean-shift 

segmentation software provided by Edison System is 

used to create the initial segmented image [29]. The 

mean-shift algorithm split the input image based on 

probability density functions gradient of the image. 

Starting with the center of any cluster of pixels in an 

image, mean shift determine a center of mass as the point 

facing the densest region and then the center of the 

cluster is shifted to that mass. The process repeated until 

a zero vector is attained [30]. 

In this paper we focus on proposing a new distance 

measurement and region merging strategy. From the 

region splitting process, let the input image (I) splitted 

into K regions [1, 2, ..., K] which compose a single 

cluster namely non-marked cluster (C): 

 

 (1) 

 
 

 
 

Fig. 1. Dental panoramic radiographs 

 

 
 

Fig. 2. Flowchart of the proposed method 
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III.1. User Marking 

In an interactive segmentation method, user need to 

give some information to the method about the criteria of 

the object and the background on the image. After get the 

initial segmented image using mean-shift algorithm, user 

needs to draw several object and background markers on 

the segmented image to specify whether a region is an 

object or background.  

If a region k is marked as an object, then the region 

will be moved to the object cluster (O). If a region is 

marked as an background, then the region will be moved 

to the background cluster (B). If a region is not marked as 

an object or background, the region will remain in the 

non-marked cluster (C). The regions in the non-marked 

cluster will be moved to either object or background 

cluster on the next process. 

Object cluster (O) and background cluster (B) consist 

of several regions so that: 

 

 (2) 

 

 (3) 

 

where n is the number of regions that compose the object 

cluster and m is the number of regions that compose the 

background cluster. Now the input image is consisted of 

three clusters namely object cluster (O), background 

cluster (B), and non-marked cluster (C): 

 

 (4) 

III.2. Distance Measurement 

After user defined the sample regions for object and 

background cluster, the characteristics or features 

difference between the non-marked cluster to each of the 

object and background cluster are measured. The 

resulting distance will be used as the criterion in the 

region merging strategy. The proposed distance 

measurement method use inter-class variance approach to 

calculate the distance between a non-marked region to 

either of object and background cluster. 

III.2.1.   Features Extraction 

Before measuring the difference between features of 

the regions, the value of the features from each regions in 

the image must be obtained. Hence the features selection 

is an important thing. In this paper we provide two 

scenarios: for grayscale and color images. For grayscale 

images, such as dental panoramic radiographs, the 

extracted feature is the gray level of the pixels. For color 

images, the extracted feature is the HSI (hue, saturation, 

and intensity) values of the pixels. 

HSI color space separates the color from the intensity 

so that the color and the intensity of the image can be 

compared separately and does not result in highly 

correlated channels [31]. Based on that consideration, 

features extracted on distance measurement process for 

color images are the hue, saturation, and intensity values 

of each regions in the image. 

III.2.2.   Inter-class Variance 

Inter-class variance use the ratio of area between a 

region and the image, and the mean value of the pixels in 

a region. Let the given imge separated into K regions. 

The number of the pixels in region k is denoted by  

and the total number of the pixels in the given image is 

denoted by N =  +  + … + . Let the ratio of the 

area between region k with  pixels and the image with 

N pixels is denoted by  then: 

 

 (5) 

 

Let the pixel values of region k be represented in  

levels [1, 2, …, ] and the number of pixels in region k 

at level i is denoted by . Then the number of pixels in 

the region k is =  +  + … + . Let the mean 

value of the pixels in region k is denoted by  then: 

 

 (6) 

 

Inter-class variance  between two clusters is the 

sum of the square distances between the means of the 

two clusters and the total mean of both clusters , as 

defined in (7) [9]. Using (7-9) it will be easily verified 

that the inter-class variance  between two clusters can 

be obtained as in (10). Using the same viewpoint as in 

(10), the inter-class variance among n clusters can be 

written as in (11): 

 

 (7) 

 

 (8) 

 

 (9) 

 

 (10) 

 

 (11) 

III.2.3.   Distance Measurement on Inter-class Variance 

Because the proposed method needs to calculate the 

inter-class variance between a region and a cluster (not 

among clusters), the variance among regions in the same 

cluster do not need to be calculated. Let the given region 

defined as k and the given cluster V consists of n regions. 

Based on (11), the inter-class variance between a single 

region k and cluster V can be obtained using the proposed 

formula in (12): 
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 (12) 

 

Distance measurement between a region in the non-

marked cluster and the either object cluster or 

background cluster is done using inter-class variance. Let 

the object cluster  consist of n regions [ ] 

and the background cluster  consist of m regions 

[ ]. Based on (12), the distance  

between region Ck and the object cluster  can be written 

as in (13) and the distance  between region Ck to 

the background cluster  can be written as in (14), where 

 is the area ratio of the region Ck,  is the area ratio 

of the region in the object cluster , and  is the area 

ratio of the region in the background cluster : 

 

 (13) 

 

 (14) 

 

Formula in (13) and (14) can be used to calculate the 

distance from a region to object and background clusters 

respectively for grayscale images. For color images, 

since we used HSI features then  is a vector that consist 

of three features , , and  correspond to hue, 

saturation, and intensity mean values, respectively. Using 

Euclidean distance, the distance measurement formula in 

(13) and (14) can be written as in (15) and (16): 

 

 (15) 

 

 (16) 

III.3. Region Merging 

The purpose of region merging process is to merge a 

region in the non-marked cluster into object or 

background cluster repeatedly until the non-marked 

cluster is empty. The idea is to find the non-marked 

region which is most similar to the clusters and merge it. 

The similarity criteria has been obtained in the distance 

measurement process. 

A non-marked region is merged into either object or 

background if it has the minimal distance value 

compared to all of the non-marked regions. After get the 

distance between each region in non-marked cluster to 

the background and object cluster, region merging 

process is done by finding the region with minimal 

distance value ( ). First, find the region with minimal 

distance to object cluster  and the region with minimal 

distance to background cluster . Those distances are 

compared to find which region has smaller distance value 

: 

 

 (17) 

 

 (18) 

 

 (19) 
 

Region with minimal distance value  is merged into 

either object or background cluster, depends on its 

distance. If its distance to object cluster  is 

smaller than its distance to background cluster  

then the region is merged to the object cluster, and vice 

versa: 

 

 (20) 

 

 (21) 

 

After region with minimal distance is merged, the 

distance measurement and region merging process are 

repeated to the remaining regions in the non-marked 

cluster until the non-marked cluster is empty. The result 

is an image that consists only of object and the 

background cluster. Image which object and background 

has been separated is called segmented image: 

 

 (22) 

IV. Result and Discussion 

In order to evaluate its performance, the proposed 

method has been tested using two grayscale images dan 

four color images (see Figs. 3). The corresponding 

ground truth segmentations of the test images are shown 

in Figs. 4. The color images (a) – (d) and its ground truth 

has been provided by Weizmann’s segmentation 

evaluation database which represent natural images [32]. 

The grayscale image (e) with uneven exposure is 

obtained from Matlab image dataset [20]. 

The proposed region merging strategy used especially 

for low contrast image such as dental panoramic 

radiographs. Hence we used several images obtained 

from dental panoramic radiographs containing several 

objects on dental panoramic radiographs. The dataset of 

dental panoramic radiographs is obtained from UNAIR 

Hospital. Our experiment used 7 images of ROIs (region 

of interest) obtained from dental panoramic radiographs 

which consist of 2 teeth images (f) – (g), 2 cortical bone 

images (h) – (i), and 3 mandibular condyle images (j) – 

(l). 

We have compared the proposed method with 

Extracted Pixels Similarity Features (EPSF) in [20] that 

is an interactive segmentation method using maximal 

similarity based region merging (MSRM) method and 
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Otsu thresholding method that has been widely used in 

automatic image segmentation and become the base of 

much development in segmentation method using 

statistical analysis. Figs. 5 show the splitted regions by 

Edison System and the markers given by user for the 

proposed method in Figs. 6 and for the EPSF method in 

Figs. 7. Lines with red color mark the object regions and 

lines with blue color mark the background regions. The 

segmentation results of the proposed method, EPSF, and 

Otsu thresholding are shown in Figs. 6-8, respectively. 

Those results are evaluated using Misclassification Error 

(ME) and Relative Foreground Area Error (RAE) [8]. 

ME calculates the ratio of object pixels that wrongly 

classified as background, and vice versa. ME can be 

expressed as: 

 

 (23) 

 

where  and  is the object and background pixels in 

the ground truth image and  and  is the object dan 

background pixels in the segmentation result. RAE 

measures the ratio of the difference between object’s area 

in ground truth image and the segmentation result. RAE 

can be written as: 

 

 (24) 

 

where  is area of the object in the ground truth image 

and  is the area of the object in the segmentation 

result. The range of ME and RAE value are between 0 

and 1. If the ME and RAE value is 0 then the 

segmentation result is exactly the same as the ground 

truth image. 

Table II shows the ME and RAE values of the 

segmentation results of the proposed method and the 

comparison methods compared with the segmentation 

ground truth images. The average ME value of the 

proposed method, EPSF method, and Otsu thresholding 

are 1.47%, 6.02%, and 5.54% respectively. The average 

RAE value of the proposed method, EPSF method, and 

Otsu thresholding are 8.12%, 26.74%, and 22.64% 

respectively. 

Although, many automatic segmentation methods 

have been developed, the manual segmentation process 

by the user is still necessary to derive the system to 

correctly classify the object in a natural image. If the 

segmentation process is done automatically then the 

result will not considering the user’s need. But if the 

segmentation process is done manually, then the problem 

of subjectivity will arise. Hence the integration between 

automatic and manual segmentation, which is called 

semi-automatic segmentation, are needed so that the 

segmentation process can be done objectively but still 

consider the user’s need by using the representative 

sample from the user. 

From the experimental results, some points can be 

discussed about the proposed method and the interactive 

image segmentation in general. We use EPSF in our 

experiment for comparison method because EPSF 

method using maximal similarity based region merging 

(MSRM) that use adjacency feature in region merging 

process. The example of automatic segmentation for 

comparison between automatic and interactive 

segmentation method is Otsu thresholding because Otsu 

thresholding use statistical analysis with inter-class 

variance to separate object and background cluster. 

Image (a) – (d) are basically a simple natural image 

where the object and the background of the images are 

clearly visible so that automatic segmentation like Otsu 

thresholding can give accurate segmentation results in 

general, except in image (c) where the color of object and 

the background is slightly similar so that Otsu 

thresholding failed to give accurate segmentation result. 

In image (a) and (b), the segmentation results of the 

proposed method is better than the EPSF because the 

proposed method considers the proportion of a region 

with the image so that it can separate a small object, 

which is the airplane’s propeller, with its background. 

In image (c), EPSF failed to separate the airplane’s tail 

with its background because MSRM method that is used 

in region merging process of EPSF uses adjacency to 

merge a region with the background cluster, so that the 

background between airplane’s body and tail is wrongly 

identified as object. In image (d), both of the proposed 

and EPSF method give an accurate segmentation results. 

 

TABLE II 

PERFORMANCE EVALUATION OF THE PROPOSED METHOD COMPARED TO EPSF METHOD AND OTSU THRESHOLDING 

Image 
Proposed Method EPSF Method Otsu Thresholding 

ME (%) RAE (%) ME (%) RAE (%) ME (%) RAE (%) 

a 1.41 17.28 1.68 19.27 0.96 11.05 

b 1.13 6.15 2.25 26.49 1.56 16.85 

c 1.95 13.87 2.34 10.16 8.68 63.04 

d 1.05 3.76 1.89 4.79 4.46 18.55 

e 0.72 1.66 26.27 95.58 2.98 4.96 

f 3.72 4.29 3.61 4.61 16.26 15.64 

g 6.47 9.21 9.23 1.36 10.39 7.25 

h 2.27 6.49 2.21 3.32 45.86 63.23 

i 1.55 3.12 2.64 6.57 37.95 56.58 

j 1.37 1.56 3.02 5.25 46.60 21.81 

k 3.30 3.34 10.02 12.96 61.13 64.66 

l 2.45 1.73 4.21 4.85 58.04 59.00 
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Figs. 3. Input images 

 

 
 

Figs. 4. Ground truth images 
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Figs. 5. Splitted regions by Edison System and its markers 

 

 
 

Figs. 6. Segmentation results of the proposed method 
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Figs. 7. Segmentation results of EPSF method 

 

 
 

Figs. 8. Segmentation results of Otsu thresholding 
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Image (e) is basically not a complex image, but image 

(e) has an uneven exposure so that automatic image 

segmentation will need a preprocessing to enhance the 

image so that the image will have an even exposure. 

Using the proposed method, the enhancement process is 

not needed because user can give several samples of 

object and background regions to the system so that the 

system “know” the range of gray level of the object and 

background regions in the image. The EPSF method did 

not give an accurate segmentation result because the 

uneven exposure make the method “confused” when 

measured the distance between regions using color and 

texture features. Since EPSF method will merge every 

adjacent region with background samples as background 

cluster, then all of the regions except the regions that 

marked as object will be identified as background. 

The number and the significance of the samples that 

taken by user affects the segmentation result. For 

example, if in image (e) user only gives sample of the 

object in regions with high exposure then the object with 

low exposure can be classified as background. Also, 

greater number of samples will not always gives a better 

segmentation result if the samples is not balanced. For 

example, if in image (e) user gives sample of the object 

with both low and high exposure regions but the number 

of marked high exposure regions is significantly greater 

than the number of marked low exposure regions then the 

proposed method will associate the object with mostly 

high exposure region so that several object regions with 

low exposure will be incorrectly classified as the 

background. Hence, is recommended that the user gives 

an adequate number of object and background samples 

which are representative. 

An example of low contrast images from dental 

panoramic radiographs has been provided by image (f) – 

(l) where the gray level of the object and the background 

is quite similar so that the automatic segmentation cannot 

separate the image and the background accurately. Using 

interactive image segmentation, user can provide a 

number of samples of object and background regions in 

the image so that the segmentation process is done based 

on the samples. Although the object and the background 

in the image are slightly different, but the presence of the 

samples from the user will give some reference to the 

methods so that the error of segmentation result from 

both of the interactive segmentation method, which are 

the proposed method and the EPSF method, are lower 

than segmentation error of Otsu thresholding. 

The proposed method is not using adjacency feature of 

a region to do region merging process because if there 

are any background regions which are separated 

completely by the object and did not marked by the user, 

then those background regions will be labeled as object 

as shown in image (c) where the EPSF method cannot 

identify the background between the airplane’s body and 

tail. In general, the proposed method will give much 

lower segmentation error than EPSF and Otsu 

thresholding method especially on image with uneven 

exposure and low contrast. 

V. Conclusion 

Interactive image segmentation that integrates 

automatic and manual segmentation process is needed so 

that the segmentation process can be done objectively but 

still consider the user’s need by using the representative 

sample from the user. The proposed method uses a new 

distance measurement using discriminant analysis for 

region merging strategy that refers to the most 

representative sample regions which are selected by user 

so that the similarity between region and the 

representative regions will still be preserved. 

The experimental results show that interactive image 

segmentation can give a higher segmentation accuracy 

than automatic segmentation method. And in several type 

of images, the proposed region merging strategy using 

inter-class variance to measure the distance between 

regions has proven to give a high segmentation accuracy 

both for natural and low contrast images. 

Based on the experimental results, the proposed 

method can be considered as appropriate segmentation 

method for dental panoramic radiographs and other 

medical images that have low contrast. To improve the 

accuracy of segmentation results of the proposed method, 

combination with other methods such as morphological 

operations can be used. However, further research must 

be done to develop method for region splitting process 

that can provide regions with smooth boundary in low 

contrast images. For future works, analysis of features 

selection that will be used for measure the distance 

between regions for low contrast and grayscale images 

such as dental panoramic radiographs can be done. 
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