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Abstract – Empirical correlations have been widely used to map the penetration and trajectory of an injected liquid jet into a gaseous crossflow. Such correlations for the case of cryogenic liquid injection into a gaseous crossflow of the same species are limited. In this study, medium-resolution images of the injection of cryogenic liquid nitrogen into a gaseous nitrogen crossflow with momentum blowing ratios of 1-4 and Weber numbers of 1500-4500 are captured and image analysis is used to identify the jet boundary. Using these data, an empirical correlation for the penetration of liquid nitrogen into a gaseous crossflow as a function of momentum blowing ratio and downstream distance from the point of injection is developed. Minimizing the root mean square error of the correlation parameters over the full range of experimental conditions investigated leads to a power-law correlation with a mean error of 16%. Copyright © 2021 The Authors. Published by Praise Worthy Prize S.r.l. This article is open access published under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).
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Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_d$</td>
<td>Liquid orifice discharge coefficient</td>
</tr>
<tr>
<td>$D_o$</td>
<td>Diameter of liquid orifice [m]</td>
</tr>
<tr>
<td>$D$</td>
<td>Test section diameter [m]</td>
</tr>
<tr>
<td>$L$</td>
<td>Test section length [m]</td>
</tr>
<tr>
<td>$m_g$</td>
<td>Mass flow rate of gas [kg/s]</td>
</tr>
<tr>
<td>$m_l$</td>
<td>Mass flow rate of liquid [kg/s]</td>
</tr>
<tr>
<td>$p_g$</td>
<td>Static pressure of gas [kPa]</td>
</tr>
<tr>
<td>$Δp_n$</td>
<td>Driving pressure differential [kPa]</td>
</tr>
<tr>
<td>$q$</td>
<td>Momentum blowing ratio $\left( \frac{p_l V_{l,in}}{p_g V_g} \right)$</td>
</tr>
<tr>
<td>$T_{g,i}$</td>
<td>Temperature of gas at inlet [K]</td>
</tr>
<tr>
<td>$V_g$</td>
<td>Gas velocity relative to test section [m/s]</td>
</tr>
<tr>
<td>$V_{l,in}$</td>
<td>Liquid velocity relative to test section at injection [m/s]</td>
</tr>
<tr>
<td>$W_l$</td>
<td>Liquid velocity relative to gas [m/s]</td>
</tr>
<tr>
<td>$W_e$</td>
<td>Weber number considering gas phase</td>
</tr>
<tr>
<td>$x$</td>
<td>Axial coordinate [m]</td>
</tr>
<tr>
<td>$y$</td>
<td>Transverse coordinate [m]</td>
</tr>
<tr>
<td>$λ_s$</td>
<td>Liquid surface wavelength [m]</td>
</tr>
<tr>
<td>$ρ_l$</td>
<td>Liquid density [kg/m$^3$]</td>
</tr>
<tr>
<td>$ρ_g$</td>
<td>Gas density [kg/m$^3$]</td>
</tr>
<tr>
<td>$σ$</td>
<td>Surface tension [N/m]</td>
</tr>
<tr>
<td>$μ_l$</td>
<td>Viscosity of liquid [Ns/m$^2$]</td>
</tr>
<tr>
<td>$μ_g$</td>
<td>Viscosity of gas [Ns/m$^2$]</td>
</tr>
<tr>
<td>RMSE</td>
<td>Root Mean Square Error</td>
</tr>
</tbody>
</table>

I. Introduction

The injection of a fluid into a gaseous cross-stream has many engineering applications. For example, the injection of a cool gas to protect turbine surfaces from hot combustion gases is common in high-performance jet engines [1]. In such an application, cold gas is injected on turbine surfaces and blades through a series of holes/slots. A pressure differential between the blade surface and primary flow determines the effectiveness of this cold gas to form a persistent protective film on the blade surface. A sensitivity analysis done as part of the study by Selcuk Uysal [2] concluded that a combination of advanced internal and film cooling technologies is required to reach a gas turbine efficiency of about 65%.

Injecting liquid into gaseous streams has been employed in many applications that include fuel injection in internal combustion engines [3] and the cooling of hot convective gas through direct heat transfer and liquid vaporization. The underlying approach of most liquid injection-based vaporization techniques involve adding mass into a system to decrease the overall mixture temperature. Guerra et al. [4] have employed a Lagrangian approach to track the evolution of an injected liquid spray as it undergoes vaporization and breakup.

The authors have concluded that rapid droplet breakup close to the injection location leads to a predominance of smaller droplets that closely follow the flow downstream. Since a computationally exhaustive large-eddy simulation is used to model this flow, the need for improved high-resolution modeling at the initial stages of jet injection is stressed by the authors. In many applications, the liquid is injected normally into the mainstream flow to enhance atomization and uniform breakup. Impingement of liquid on the opposing chamber wall or accumulation on injector surface based on the
liquid kinetic energy at injection is avoided. Studies have also been conducted for liquid injection at differing angles [5] and from varying orifice geometries [6].

Injection of liquid upstream at steep angles results in a longer droplet residence time and helps achieve complete vaporization and energy transfer. The presence of flow swirling devices further enables uniform mixing and complete vaporization. Analysis of differing orifice geometries helps evaluate the effect of orifice discharge coefficient, defined as the ratio between theoretical and actual liquid flow rates across the orifice. In each of these applications, it is vital to determine the trajectory and interface boundary between injected fluid and the ambient fluid. Analytical or correlations purely based on first principles are limited in their scope and operating range of validity to calculate such a profile. Therefore, custom correlations based on experimental data have been conventionally used instead. Empirical studies examining crossflow liquid injection into gases have been carried out by Samir Tambe [7]. The correlation between liquid injection velocity, orifice diameter, gas crossflow speed, and transverse penetration depth has been discussed for injection of three different liquids (Water, Jet-A, and N-Heptane). Correlations of jet penetration are also available for experimental investigations of transverse injections in supersonic flows as pursued by Sathiyamoorthy et al. [8] and Anavaradham et al. [9]. The jet trajectory is obtained based on schlieren images which are post-processed further. Such correlations are, however, limited in scope because they are tailored to unique problems of interest.

Moreover, several of these correlations are confined to fluids commonly used in combustion systems (fuels) injected into air/oxidizer flow. Most of the resources mentioned above study injection of liquid from a single orifice. Interaction between tandem liquid jets from one or more orifices injected into a crossflowing fluid has been a recent research area. Sathiyamoorthy et al. [8] have analyzed the effect of tandem-hole configuration on liquid transverse penetration and combustion in supersonic crossflow. They have concluded that higher penetration was achieved for tandem-hole configurations.

Consequently, an increase in spacing between holes/injector orifices increases penetration. The injected liquid column breakup mechanism also determines the type of boundary profile downstream of the injection point. Wu et al. [10] and Andrew et al. [11] have studied this breakup process of liquid jets in subsonic and supersonic crossflows respectively. The former study uses this analysis to obtain curve fit correlations for common liquids in air crossflow. To obtain empirical correlations from an experiment, images captured during this experiment are processed. In most cases, schlieren/shadowgraph images captured using high-speed recording devices track the injection boundary [12]. In this reference, the authors have proposed using 5000 time-resolved experimental images. A standard deviation approach to boundary profile data obtained from these images is implemented. The authors claim that such a method captures low-density droplets in the far-field regions of the spray not visible when profile data from all images are averaged. In the study by Sathiyamoorthy et al. [8], chemiluminescence techniques are used to visualize combustion phenomenon in addition to crossflow injection profile viewed via shadowgraph. This paper examines the injection of a cryogenic liquid into a gaseous stream of the same species under conditions where rapid liquid atomization and significant vaporization occur. Unlike previously mentioned references, the current study is limited to the availability of medium to low-resolution experimental images.

Therefore, these images are processed to a higher extent using a script that employs image recognition and boundary interpretation. This is done by the use of training images and iterative uncertainty minimization.

Section II presents an overview of existing empirical correlations for the trajectory of a liquid injected normal to a gaseous flow. Section III presents an experiment to measure the trajectory of a cryogenic liquid nitrogen jet injected normal to a gaseous nitrogen crossflow over a range of relevant parameters. Section IV presents the image analysis used to determine the shape of the injected liquid trajectory. Section V develops an empirical correlation for the experimentally collected trajectory data.

II. Jet Penetration and Trajectory

Empirical Correlations

This section reviews the phenomena that occur when liquid is injected into a gaseous crossflow, including determination of the liquid penetration depth and trajectory. Importance of the momentum-blowing ratio between the two fluids is briefly discussed. The breakup of injected liquid stream into droplets is also reviewed.

Fig. 1 depicts the phenomena when a liquid is injected normal to a gaseous crossflow [12]. The injected liquid exits through a circular orifice of diameter $D_s$ and initially behaves as a column. The liquid column thins due to the interaction of viscous, shear, and surface tension forces and then begins to break up into large ligaments and ultimately into smaller droplets. If the injected liquid and the gas are at temperatures where phase change does not occur, and evaporation effects are minimal, the droplets retain their post-break-up size and are carried along with the freestream.

![Fig. 1. Breakup process for crossflow liquid injection](image-url)
The dashed centerline shows the liquid's overall trajectory and penetration into the gaseous freestream in Fig. 1. The phenomena taking place during the injection, breakup, droplet-formation, and convection process have been well studied, and numerous experimental, analytical and numerical references are available [12], [13], [4].

The momentum-blowing ratio, \( q \), is a non-dimensional number that compares the magnitude of momentum between an injected fluid and the mainstream fluid. This non-dimensional number is given in Equation (1):

\[
q = \left( \frac{\rho_g V_{\text{inj}}^2}{\rho_l V_l^2} \right)
\]

In Equation (1), \( \rho_g \) and \( \rho_l \) are the gas and liquid phase density while \( V_g \) and \( V_{\text{inj}} \) are the gas and liquid velocity.

The momentum blowing ratio is an important parameter that determines the depth of penetration the liquid achieves into the gas crossflow. This well-established parameter has been used in many applications [14], [15]. Breakup of liquid column into ligaments, large drops, and ultimately smaller droplets is influenced by dynamic pressure, surface tension, and viscous forces. A second non-dimensional number, the Weber number, is used to characterize the breakup process. Weber number is defined as the ratio of inertial to surface tension forces acting on the liquid. This number quantifies the deforming inertial forces to the reforming surface tension forces that characterize droplet breakup and is given by:

\[
We = \frac{\rho_l V_l^2 W_o}{\sigma}
\]

In Equation (2), \( \rho_l \) is the gas phase density, \( D_o \) is the liquid orifice diameter, and \( \sigma \) is the liquid surface tension. In this study, the liquid velocity relative to cross stream gas velocity (\( W_l \)) is used in the Weber number. A Weber number based on the absolute liquid velocity is also used in some literature, predominately for the injection of a liquid into a quiescent medium [16]. The formation of surface waves on the windward side of the liquid jet is responsible for the breakup of the liquid column (Fig. 1). Using the correlation given in [17], the liquid surface wavelength, \( \lambda_s \), can be estimated as:

\[
\frac{\lambda_s}{D_o} = 3.4 We^{-0.45}
\]

The correlation given in Equation (3) is valid for \( q \) between 3-8000 and \( We \rangle 4 \). For low \( We \langle 10 \) injection scenarios, column breakup and bag breakup are dominant, and the liquid surface wavelength can be on the order of the injection orifice diameter or greater. For moderate \( We \langle 100 \), there are multiple processes responsible for the breakup. The injected liquid stream breakup process for this case can persist over the length of many \( D_o \) downstream, as shown in Fig. 1. In contrast, for high \( We \rangle 1000 \) applications, the injected liquid column is very rapidly broken into small droplets. The current study is concerned with relatively high \( We \rangle 1000 \), which are similar to those used in sprays and atomizers [18]. For Weber numbers in this study, the liquid surface wavelength to orifice diameter ratio, \( \lambda_s/D_o \) is about 9.5% and shear force is primarily responsible for liquid column breakup. Weber number and critical velocity have been used to estimate the post-break-up droplet diameter [19]. There are several experimentally based empirical correlations for liquid penetration and trajectory into a gaseous crossflow. The empirical correlations typically take the mathematical form of a power, logarithmic, or exponential curve fit. An example of a power-law correlation is proposed by Wu et al. [10].

The empirical coefficients are determined using shadowgraph methods, and the resulting correlation is given by:

\[
\frac{y}{D_o} = 1.37 q^{0.5} \left( \frac{x}{D_o} \right)^{0.5}
\]

In Equation (4), \( q \) is the momentum blowing ratio, \( x \) and \( y \) are axial and transverse coordinates. The range of validity of Equation (4) for \( q \) is 3-148, \( We \rangle 70-1180, D_o \) is 0.5-2.0 mm when water is injected normally into an air cross-stream. For ethyl alcohol injected into an air cross stream, two momentum ratios of \( q=40 \) and 98 with \( We=186 \) and 461 from a 0.5 mm orifice were studied. Additional experiments were performed with a mixture of injected liquids. For a mixture composed of 30% alcohol and 70% water, the empirical fit is valid over a range of \( q=14-147, We=140-594, \) and \( D_o=0.5-1 \) mm. For a mixture composed of 40% glycerol and 60% water, the empirical fit is valid over a range of \( q=15-185, We=57-287, \) and \( D_o=0.5-1 \) mm. A logarithmic liquid injection profile was proposed by Samir Tambe [7] and is given by:

\[
\frac{y}{D_o} = 1.55 q^{0.53} \ln \left[ 1 + 1.66 \left( \frac{x}{D_o} \right) \right]
\]

The crossflow air velocity was varied from 76 to 187 m/s with liquid Jet-A normally injected at a velocity of 7 to 16 m/s, resulting in a momentum ratio range of 5-10. The Weber number ranges from 95-1150 for these cases. An example of a correlation involving exponential terms was proposed by Chen et al. [20] and is given by:

\[
\frac{y}{D_o} = 9.91 q^{0.44} \left[ 1 - e^{-\left( x/D_o \right)/1.13} \right] \cdot \left[ 1 + 1.67 e^{-\left( x/D_o \right)/4.77} \right] \left[ 1 + 1.06 e^{-\left( x/D_o \right)/0.86} \right]
\]

The correlation is valid for fuel injection into crossflowing air with \( q \) between 8-45, \( D_o \) between 0.25-1.77 mm. The correlations in Equations (4), (5), and (6) consider momentum ratio as the only parameter that sets the shape of injection trajectory. However, other published correlations include additional density and viscosity effects of fluids. For crossflow injections
dominated by viscous and shear breakup effects, Stenzler et al. [21] proposed the following correlation, which includes the influence of viscosity ratio of the fluids:

\[
y/D_o = 2.630 \times 0.44 q^{0.39} (\frac{D_o}{D})^{0.39} (We)^{-0.038} \left(\frac{\mu_i}{\mu_g}\right)^{-0.027}
\] (7)

In Equation (7), \(\mu_i\) and \(\mu_g\) are the viscosity of the liquid and gas. This expression is applicable for the injection of water into air crossflow with \(q\) between 18-36, \(We\) between 2-40, and \(D_o=0.254\) mm. Fig. 2 shows a plot of the Equations (4), (5), and (6). The plot shows the non-dimensional penetration depth \((y/D_o)\) as a function of non-dimensional distance \((x/D_o)\) for momentum ratios of \(q=10\) and 50.

Fig. 2 shows that closer to the point of injection for \(x/D_o<20\), the penetration depth for the logarithmic and exponential profiles increases more rapidly with downstream distance than the power-law profile prediction. Further away from injection for \(x/D_o>20\) the penetration predicted by power-law increases more rapidly with downstream distance. At \(q=10\) and \(x/D_o=100\), the power-law predicts a penetration of \(y/D_o=43\), while the logarithmic and exponential profiles predict a penetration of \(y/D_o=26\) and 27, respectively. As the momentum ratio is increased to \(q=50\) at the same value of \(x/D_o=100\), the power-law predicts penetration of \(y/D_o=97\), while the logarithmic and exponential laws predict the penetration of 63 and 55, respectively. The exponential profile predicts a maximum value of penetration, and then the penetration distance decreases further downstream. For example, the maximum penetration depth for \(q=10\) is \(y/D_o=27\) at \(x/D_o=136\), and for \(q=50\), the maximum penetration depth is \(y/D_o=55\) at \(x/D_o=141\). The correlations available in the literature are typically for values of \(q\) that are in the range of 10 to 100, and minimal data exists for liquid into gas stream injection at lower momentum ratios. Further, the injection of cryogenic nitrogen into a warm gaseous nitrogen stream also results in phase change, in which the liquid droplets vaporize, adding an additional process to the phenomena shown in Fig. 1.

As the liquid changes phase, the boundary between the injected liquid and gaseous stream becomes less discernable, and both the momentum and thermal boundaries between the jet and freestream may be relevant. For these reasons, it was desirable to conduct experiments to measure cryogenic liquid penetration into a warm gaseous cross-stream over a range of lower momentum ratios and ascertain if the existing literature curve fits can be adequately used to characterize the trajectory of the liquid jet.

III. Experimental Overview

An experiment was performed to measure the penetration of a liquid nitrogen jet that is injected normal to a gaseous nitrogen crossflow over a range of momentum ratios of interest. A schematic of the experiment and an image of liquid nitrogen injection into a gaseous nitrogen crossflow are shown in Figs. 3. In the experiment, nitrogen gas flows at the desired velocity and pressure. Liquid nitrogen is injected normal to the flow through 100 injection orifices each with diameter \(D_o\) and penetrates the gaseous nitrogen crossflow. The orifices are in a helical pattern on the center body. The pitch of this helix is 3.2 mm with seven revolutions spanned by all 100 orifices. Each revolution approximately contains 14 orifices which are uniformly staggered circumferentially. A transparent acrylic test section allows for the capture of high-speed images. Image analysis is used to determine the shape of the injected liquid trajectory. The test section is cylindrical with diameter, \(D\), of 76.2 mm. The orifice diameter, \(D_o\), is 0.79 mm. The overall length of the test section downstream of the point of injection, \(L\), is 700 mm, which corresponds to an \(x/D_o\) of 900 and \(L/D\) of 9. The center body diameter is 25 mm and extends 80 mm past the last row of orifices. The center body is tapered after the last row of orifices to prevent the formation of recirculation zones.

![Fig. 2. Power law, logarithmic law, and exponential injection trajectory correlations for \(q=10\) and 50](image)

![Figs. 3. Test section schematic (a) and image showing injection of liquid nitrogen into gaseous nitrogen crossflow at \(q=2.8\) (b)](image)
This experiment was designed to study an application in which cylindrical symmetry and circumferential uniformity of the injection process was desired, as compared with single, discrete orifice injection which are more common in the literature. The experimental conditions are summarized in Table I. The ratio of the liquid to gas flow rate is given by \( \frac{m_l}{m_g} \). To determine the momentum ratio, \( q \), the velocity of the gas and liquid must be known. The velocity of the gas at the point of injection is calculated through Equation (8):

\[
V_g = \frac{m_g}{\rho_g A} \tag{8}
\]

In Equation (8), \( m_g \) is the measured gas flow rate. The cross-sectional area of the test chamber \( A \) is known. The gas density \( \rho_g \) is calculated using curve fit data available for various cryogenic thermo-fluids, based on the test section static pressure and temperature which are measured. Nitrogen gas temperature and pressure are measured using a thermocouple and pressure transducer, respectively, located in the test section. The velocity of liquid at injection point is determined from Equation (9):

\[
V_{l,inj} = \frac{m_l}{\rho_l A_o NC_d} \tag{9}
\]

In Equation (9), \( m_l \) is the measured liquid mass flow rate, \( N \) is the number of injector orifices, \( A_o \) is the injection orifice area, \( \rho_l \) is the density of the liquid, and \( C_d \) is the discharge coefficient associated with the liquid injection orifice.

The temperature of the injected liquid nitrogen is 80 K and the liquid density is 792.6 kg/m\(^3\).

Liquid nitrogen temperature is measured using a thermocouple located in the source tank. Injection orifices are fabricated using electrical discharge machining and do not have a sharp edge. Using measured liquid flow rate, discharge coefficient for orifices is experimentally determined. The average discharge coefficient for all 3 cases is 0.21 with a standard deviation of 0.06. The measured liquid flow rate is related to orifice area and driving pressure difference, as given by Equation (10):

\[
m_l = A_o NC_d \sqrt{2 \rho_l (p_l - p_g)} \tag{10}
\]

In Equation (10), \( \Delta P_l = (p_l - p_g) \) is the static pressure difference between the liquid in the center body and the nitrogen gas above at the injection location.

Using the velocity and density, the injection momentum ratio can be determined, and are also summarized in Table I. Based on the cryogenic thermo-fluid model proposed by Ravichandran et al. [22], the distance required for complete evaporation for injected liquid is at an \( x/D_o \) of 287 for case 1 and \( x/D_o = 765 \) for case 2. Case 3 results in incomplete evaporation within the length of the test section, but full vaporization would occur at \( x/D_o > 1500 \).

These lengths are also summarized in Table I. Because the momentum ratio and Weber number are not measured directly, the individual measurement errors of each quantity must be compounded when determining experimental uncertainty in these parameters. The mass flow rates of gaseous and liquid flows are measured directly using a mass flow meter with an error of 0.5%.

The error in temperature measured using platinum resistance temperature detectors is 0.25°C or 0.5% [23].

The uncertainty in pressure measurement using a pitot-static probe is 0.5% [24], [25]. The error in cross-sectional area of test section is 0.5%, and the error in the size of the injection orifice is 2%. The error in \( V_g \) and \( V_{l,inj} \) is 1.2% and 2.3%, respectively. The overall uncertainty in \( q \) is 5.4% and the overall uncertainty in \( We \) is 3.5%.

### IV. Results

A high-speed camera is used to capture images of the liquid injection, breakup, and droplet vaporization processes. Figs. 3 showed an image from the experiment for case 2. The injection of liquid nitrogen presents a visual contrast against the gaseous crossflow. Although the images show a discernable liquid injection trajectory, the exact location of the boundary is subjective. Image analysis, along with a specified jet boundary gradation criterion, provides a method to quantitatively determine the injection boundary. Each image is preprocessed to make identification of the injected jet boundary more apparent.

The location of the orifices and test section are demarcated in the images. Colored images are converted to monochrome by applying a grayscale field filter to the red, blue and green plane composites of the original image. Using the monochrome images, the Domain of Interest (DOI) is demarcated. Pixel glare and shadow are next removed within the DOI. To determine the exact grayscale value at which liquid-gas phase domain transition occurs, a computer vision tool is used to train the script to find pixels that represent liquid with greater than 90% confidence. This process is performed on high-resolution training images, and the procedure is repeated iteratively for several trials. Using this approach, the jet boundary is quantitatively defined. Examples of similar approaches to defining the boundary between two fluid jets can be found in [26] and [27]. Fig. 4 shows post-processed images for the test cases. Using image analysis, several injection profiles from different orifices can be simultaneously tracked.
Key factors influencing accurate boundary determination include flash vaporization effects and ambient specular reflection on the translucent test section wall. Fig. 5 shows the experimentally extracted trajectory data from the image analysis plotted non-dimensionally as x/D₀ vs. y/D₀ for the cases shown in Table I. The results from Fig. 5 demonstrate that the multi-orifice injection boundary profile could be divided into two zones: the near-field zone axially encompasses the 100 orifices along the center body (spanning x/D₀ between 0-60), and the far-field zone where the interaction between injections from different orifices has effectively merged and the injection trajectory behaves as if it emanated from a single orifice (spanning x/D₀ > 60).

Cases 2 and 3 in Fig. 5 illustrate this behavior, whereas for the lower blowing ratio of case 1, the individual jets coalesce closer to the location of the first few orifices. Although the correlations presented in Equations (4)-(7), were not generated over a similar range of momentum ratios to those considered in the present study, the correlations were based on comparable Weber numbers in which shear is responsible for liquid column breakup [17]. Figs. 6 compare the experimental data with the power law (Equation (4)), logarithmic form (Equation (5)), exponential form (Equation (6)), and Weber number based (Equation (7)) correlations.

Table II presents the error between the experimental data and the existing injection profile correlations. The weak agreement between the collected data and the existing correlations is not unexpected as the range of blowing ratios, multi-orifice injection geometry, and cylindrical test section are different from experimental conditions in which the correlations were derived.

<table>
<thead>
<tr>
<th>Case</th>
<th>q</th>
<th>Power law Eq. (4)</th>
<th>Log-law Eq. (5)</th>
<th>Exp Form Eq. (6)</th>
<th>Weber Eq. (7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.3</td>
<td>39</td>
<td>45</td>
<td>12</td>
<td>52</td>
</tr>
<tr>
<td>2</td>
<td>2.8</td>
<td>35</td>
<td>27</td>
<td>10</td>
<td>48</td>
</tr>
<tr>
<td>3</td>
<td>4.1</td>
<td>38</td>
<td>22</td>
<td>35</td>
<td>16</td>
</tr>
</tbody>
</table>
In order to increase the predictive capability of the power-law and logarithmic form, new coefficients are determined for these correlations in the next section. These two types of correlations are explicitly chosen to minimize the number of regression constants to be solved and arrive at compact trajectory equations.

V. Proposed Empirical Correlation for Cryogenic Liquid Nitrogen Injection

This section uses the jet trajectory profiles derived from the image analysis to determine the coefficients in the power-law and logarithmic form correlations that best fit the conditions summarized in Table I. The form of power-law is given by Equation (11), where the coefficients $A$ and $n$ are to be determined experimentally:

$$\frac{y}{D_o} = Aq^n \left( \frac{x}{D_o} \right)^n$$  \hspace{1cm} (11)

Similarly, the coefficients $B$, $m$, and $C$ are determined for the logarithmic form, which is given by Equation (12):

$$\frac{y}{D_o} = Bq^m \ln \left[ 1 + C \left( \frac{x}{D_o} \right) \right]$$  \hspace{1cm} (12)

The empirical coefficients are obtained using regression analysis where the individual Root Means Square Error (RMSE) is minimized. This RMSE is calculated between $y/D_o$ of experimental data and that based on Equations (11) and (12) by varying the coefficient values. The root mean square error is given by:

$$RMSE = \sqrt{\frac{1}{h} \sum_{i=1}^{h} \left( \frac{y}{D_o} \right)_{i,exp} - \left( \frac{y}{D_o} \right)_{i,eqn}^2}$$  \hspace{1cm} (13)

where $g$ corresponds to the number of data points in a case, and $h$ corresponds to the number of cases (data sets) used in the error minimization. For the individual case minimization, $h=1$. The values that minimize the error for each case are summarized in Table III. Table III also presents the error, $Er$, between the experimental data and the prediction made by the best fit coefficients for the power-law and logarithmic form. The power law and logarithmic form all fit the data to better than 10% error for each case. Figs. 7 show the three cases with best-fit curves using simultaneous minimization of Equation (13) as objective function with $h=3$ for power and logarithmic form.

<table>
<thead>
<tr>
<th>TABLE III</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>EXPERIMENTALLY DETERMINED EMPirical CURVE FIT PARAMETERS</strong></td>
</tr>
<tr>
<td>Case</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
</tbody>
</table>

The power-law coefficients are $A=3.86; n=0.24$, and log-law coefficients are $B=2.26; m=0.162; C=2.14$. As noted earlier, due to the multi-orifice injection geometry, two zones of jet behavior can be observed.

The curve fit values in the near field to the injection zone, spanning an $x/D_o$ between 0-60, have a greater deviation from the power-law and logarithmic curve fit forms, which are based on single, discrete injection jet studies. In the current study, the multiple jets interact and do not behave as a single discrete jet in this near field injection zone. Curve fit values further away from this zone better predict the experimental data, as the penetration profile begins to exhibit far-field behavior from a single jet.

![Graphs showing custom curve fit correlations for three cases](image-url)
For case 1, both the power-law and logarithmic form correlations track the overall shape of jet trajectory into the freestream. In case 2, the correlations track the trajectory of the jet near the vicinity of the injection orifice \((0 < x/D_o < 5)\) and then underpredict the penetration of the jet between \(5 < x/D_o < 60\) with a mean error of 28% for both laws in this zone. Beyond \(x/D_o > 60\), the correlation again tracks the shape of the penetration with a mean error of 5% for both correlations. For case 3, the correlation over predicts the jet penetration into the freestream for \(x/D_o < 50\) with a mean error of 29% and 26% for the power and logarithmic form, respectively, and then tracks the shape of the profile for \(x/D_o > 50\) with errors of 2.2% and 2.5%.

The overall mean error is 10% for the custom power law and 14% for the logarithmic form using the custom fit coefficients with experiment data in both zones for case 1. For case 2, the corresponding errors in the near field and far field are 19% and 19%, respectively. For case 3, the errors in the near field and far field are 19% and 17%, respectively. The overall average error for all three cases using both correlations is 16%. The compounding of experimental measurement errors leads to an uncertainty of \(\pm 5.4\%\) on \(q\). The correlations can be used to examine the sensitivity of injection trajectory with uncertainty in \(q\). For example, if \(q\) is only known to within \(\pm 30\%\), the injection profile boundary can be determined using Equation (11). Fig. 8 shows the power-law applied to case 2, assuming \(q=3.64\) (+30% uncertainty on \(q\)) and \(q=1.96\) (-30% uncertainty on \(q\)).

For \(q=2.8\), the correlation predicts a value of \(y/D_o=8.6\) at \(x/D_o=10\), however, with 30% uncertainty on \(q\), the predicted \(y/D_o\) can range from 7.9 to 9.2. At \(x/D_o=60\), the range of uncertainty on \(y/D_o\) is 11.9-13.8, while the correlation predicts a penetration of \(y/D_o=12.9\). At \(x/D_o=100\), the range of uncertainty on \(y/D_o\) is 13.4-15.5, while the correlation predicts a penetration of \(y/D_o=14.5\).

**VI. Conclusion**

The injection of liquids into a gaseous crossflow has many applications in aerospace engineering. However, there is limited data available regarding the injection of cryogenic liquids into a gaseous crossflow, especially for moderate momentum blowing ratios of less than five and high Weber numbers in which the breakup of the injected jet occurs via shear. In this study, an experiment was conducted over a range of momentum blowing ratios of 1.3-4.1 and Weber numbers greater than 1,000. Image analysis was used to determine the jet penetration trajectory as a function of downstream distance from the point of injection for three different momentum blowing ratios. The empirical coefficients for both a power law and logarithmic form were determined, and the correlations developed as a result of this work have a mean error of 16% for momentum blowing ratios between 1.3 and 4.1. Future work will focus on extending the experimental efforts to other cryogenic liquid/gas combinations, including hydrogen and oxygen. Subsequent experimental work will also consider dissimilar liquid/gas combinations with liquid nitrogen injection into gaseous helium and argon. In these studies, the momentum blowing ratio will be kept constant for different types of gases in order to determine if there is a strong dependence on the penetration trajectory due to the viscosity ratio between the injected liquid and crossflow gas. The authors intend to expand upon the experimental range of momentum blowing ratios from 0.5 to 10 and Weber numbers from 100 to 10,000 to extend the range of applicability of the power-law correlation. Finally, the experiment will also be upgraded with an additional camera to collect images from above in order to determine a correlation of the lateral spread of the injected liquid jet. Information about the lateral spreading is important for multi-hole injection strategies used for cooling applications.
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Fig. 8. Jet penetration as a function of downstream distance for ±30% experimental uncertainty on momentum ratio of \(q=2.8\).
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